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Abstract 
 

We present Generalized Method of Moments estimators for AR(1) dynamic panel data 
sample selection models. We perform a Monte Carlo study to evaluate the finite sample 
properties of the proposed estimators. Our results suggest that correcting for sample 
selection in many standard cases does not add much to the uncorrected estimates. In 
particular, the magnitude of the biases is similar and very small when estimating the model 
either correcting or not the equation of interest. This equivalence also holds in the dynamic 
model with exogenous regressors. These results are especially relevant for practitioners 
either when there is selection of unknown form or selection is difficult to model. 
 
Keywords: Panel data, sample selection, dynamic model, generalized method of moments 
JEL Class.: J52, C23, C24 
 

                                                 
* We are grateful to ECO2011-30323-C03-02, ECO2014-52238-R, and ECO2012-39553-C04-01 (Spanish 
Ministry of Economy and Competitiveness) for financial support. We are also grateful to Badi Baltagi and 
María Rochina-Barrachina for some very useful comments and to participants at the 2015 Annual Meeting of 
the International Applied Econometric Society held at Thessaloniki, especially to Frank Windmeijer and Juan 
M. Rodríguez-Poo. Any remaining error is our responsibility. 
a Corresponding author: Sergi Jiménez-Martín, Department of Economics, UPF, Barcelona, Spain. e-mail: 
sergi.jimenez@upf.edu 



2 
 

1. Introduction 

The increasing availability of longitudinal data has provided the possibility of doing both 

theoretical and empirical papers in several economic fields. As it is well known, panel data 

offers researchers some advantages both with respect to cross-section and time series. The 

main advantage is that panel data methods can account for unobserved heterogeneity. 

However, while in linear models it is normally easy to estimate the parameters even under 

the presence of correlated unobserved heterogeneity, the same is not true in the case of non-

linear models.The problems of self-selection, non-response and attrition are usually worse 

in panels than in cross-sections (see Baltagi, 2005). In many empirical applications, these 

problems entail the necessity to estimate the models on unbalanced panels. Many times, we 

should first answer the question about the reason why the panel becomes unbalanced and it 

is quite common for it to appear because of endogenous attrition or endogenous selection. 

There are a number of studies dealing at the same time with unobserved heterogeneity and 

selectivity. Most of them do it under strict exogeneity assumptions, such as Verbeek and 

Nijman (1992) who proposed tests of selection bias either with or without allowance for 

correlation between the unobserved effects and explanatory variables. Wooldridge (1995) 

also proposed variable addition tests for selection bias and he gives procedures for 

estimating the model after correcting for selectivity. Kyriazidou (1997) proposes correcting 

for selection bias by using a semiparametric approach based on a conditional 

exchangeability assumption. Vella and Verbeek (1998) allowed for endogenous 

explanatory variables in the outcome equation. Rochina-Barrachina (1999) proposed 

estimators where the correction terms are more complex than in Wooldridge (1995) 

because the model is estimated in time differences. Kyriazidou (2001) extends her previous 

methods to dynamic models with selection while Hu (2002) constitutes an example for the 

case of dynamic censored panel data models with a lagged latent dependent variable. 

Finally, Semykina and Wooldridge (2010, 2013) propose new two-stage methods for 

estimating panel data models in the presence of endogeneity, dynamics and selection.1 

                                                 
1 More recent theoretical papers have explored either bias bias-corrected estimators for the static case 
(Fernández-Val and Vella, 2007), semiparametric (Gayle and Viauroux, 2007, Sasaki, 2015), or maximum 
likelihood estimators (Raymond et al., 2010 or Lai and Tsay, 2012) for the dynamic case. In contrast to these 
proposals, our aim is to provide solutions easy to apply from the point of view of an applied practitioner. 
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The different methods in the previous papers have been applied to a number of empirical 

studies. Charlier, Melenberg and van Soest (2001) apply them to estimate housing 

expenditure by households. Jones and Labeaga (2004) select out the sample of non-smokers 

using the variable addition tests of Wooldridge (1995) and then estimate tobit-type models 

on the sample of smokers and potential smokers using Generalized Method of Moments 

(GMM) and Minimum Distance (MD) methods. González-Chapela (2007) uses GMM 

when estimating the effects of recreation goods on male labour supply. Winder (2004) uses 

instrumental variables to account for endogeneity of some regressors when estimating 

earnings equations for females. Jiménez-Martín (2006) estimates and tests the possibility of 

different wage equations for strikers and non-strikers in a dynamic context. Dustmann and 

Rochina-Barrachina (2007) estimate females' wage equations extending Rochina-

Barrachina (1999). Finally, Semykina and Wooldridge (2010, 2013) apply their methods to 

estimate earnings equations for females. 

Since it is likely for these approaches to be used more frequently in the future, we think that 

it is important to highlight advantages and problems in the performance of the different 

estimators and to draw researchers' attention to potential pitfalls in using them in applied 

studies. In particular, in this paper we focus on the estimation of the AR(1) dynamic panel 

data sample selection model. We assume a typical model for the outcome of interest and we 

allow the selection equation to be either static or dynamic. We also assume a two error 

component in both equations with a very general correlation structure. This model is then 

evaluated using Monte Carlo methods under different assumptions. The correction for 

selectivity is based on estimates resulting in typical binomial probit models adjusted for 

each cross-section. The corrected outcome equation is then estimated using a system GMM 

estimator that can be implemented with standard software. 

This exercise provides a general picture implying little need to correct for selectivity when 

we allow for moderate (or even  high) degrees of selection. Our results also apply to 

outcome equations with exogenous regressors. Analysis to test their sensitivity to different 

maintained assumptions also show that they are very robust except for the case where the 

ratio of variances of the heterogeneus component to the idyosincratic error is high. We find 

that these results could be especially relevant for practicioners in those cases in which there 

is selection of unknown form or selection is difficult to model.  
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In section 2 we present the general model and the estimation methods. The performance of 

the proposed estimators is tested in section 3 where we present a Monte Carlo study of the 

finite sample average bias of GMM estimators as well as a sensitivity analysis to some 

maintained assumptions. Section 4 concludes. 

 

2. The model 

Consider the following AR(1) panel data model with unobserved heterogeneity: ݕ௜௧ = ௜௧ିଵݕߩ + ௜ߙ +  ௜௧    (1)ߝ

for i = 1, ..., N and t = 1, ..., T.  is an individual heterogeneous component independent 

of the idiosyncratic error , and ߩ a parameter to estimate. In the case of selection, the 

variable of interest is partially observed and it is usual to specify an observability or 

selection rule of the form: ݀௜௧∗ = ߛ௜௧ݖ + ௜ߟ +  ௜௧    (2)ݑ

where ߟ௜ is a term capturing unobserved individual heterogeneity, ݖ௜௧ (which also includes 

a constant term) is a vector of strictly exogenous regressors once we allow them to be 

correlated with ߟ௜, and ݑ௜௧ is an error term. The observed indicator ݀௜௧ is: ݀௜௧ = 1ሾ݀௜௧∗ > 0ሿ = 1ሾݖ௜௧ߛ + ௜ߟ + ௜௧ݑ > 0ሿ    (3) 

in a way such that ݀௜௧ = 1 if ݕ௜௧ is observed and zero otherwise. The selection equation (2) 

could also contain a lagged observed indicator (݀௜௧ିଵ) which we ignore for the moment to 

keep notation as simple as posible. 

In the absence of selection and for the typical situation of N large and T small, model (1) in 

first differences is usually estimated by instrumental variables (IV) as firstly introduced by 

Anderson and Hsiao (1982). Arellano and Bond (1991) among others, proposed a more 

efficient GMM estimator, while Arellano and Bover (1995) extended the GMM approach 

to include equations in levels and proposed the estimation of the whole model using system 

GMM. As noted by Blundell and Bond (1998) in the case of an AR(1) with highly 

persistent series first-differencing could lead to a weak instruments problem. Then, the use 

iα

itε
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of equations in levels becomes important to improve efficiency. 

 
2.1. Estimation of the outcome equation under selection 

Due to the fact that simple methods (least squares, within-groups) do no work for the 

dynamic model, an easy alternative for practicioners that also control unobserved 

heterogeneity (and any potential correlation of the time invariant component) is to estimate 

(1) subject to (2) in the first-differenced model. First differences introduces serial 

correlation in ߝ௜௧, so we have to use IV. In this pure autoregressive model, the best 

alternative is the use of internal instruments and in first differenced models we have to use 

instruments lagged at least twice. The sample is conditional to observing the outcome for at 

least three consecutive periods ݀௜௧ = ݀௜௧ିଵ = ݀௜௧ିଶ = 1 and the amount of data lost 

depends on the degree of selection. As suggested by Blundell and Bond (1998), to improve 

both efficient and small sample consistency of the IV estimator we opt for using the system 

GMM method.2 

For the system GMM method the estimating sample differs by equation when the 

instruments consist in lagged dependent variables. For the levels equations we have: ݕ௜௧ = ௜௧ିଵݕߩ + ௜ߙ + ,௜௧ݖ	/	௜௧ߝ)ܧ ݀௜௧ = ݀௜௧ିଵ = 1) 
for observations such that ݀௜௧ = ݀௜௧ିଵ = 1. And for the first differenced equations we have:  Δݕ௜௧ = ௜௧ିଵݕΔߩ + ,௜௧ݖ	/	௜௧ߝΔ)ܧ ݀௜௧ = ݀௜௧ିଵ = ݀௜௧ିଶ = 1) 
and we keep for estimation only individuals observed over three consecutive periods. 

Since GMM methods are based on instruments that are uncorrelated with both the errors in 

levels ߝ௜௧	 and in first differences Δߝ௜௧, it should be feasible to recover consistent estimates 

of the parameters of the model. For the first differences equations all the values of ݕ lagged 

at least twice are valid instruments. In addition to them, for the levels equations, ∆ݕ௜௧ିଵ is 

also valid. Note, that in order to construct a valid instrument for the levels equation we need 

to condition the sample on three consecutive positive outcomes (݀௜௧ = ݀௜௧ିଵ = ݀௜௧ିଶ = 1), 
                                                 
2 Since our simulation results show that system GMM estimates outperform GMM first-differences estimates, 
we develop the analysis based on system GMM. However, GMM first-differences estimates are available on 
request. 
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making the effective sample condition identical for both level and first differences 

equations. 

Moreover, as the final estimating sample is selected on positives for at least three 

consecutive previous periods, we feel we will not have much necessity of correcting the 

bias.3 Yet, we consider two alternatives to correct it. First, we will use a very simple 

method for the static selection model in (2). Second, we will model the heterogeneity using 

the proposal of Chamberlain (1984). 

 

2.2. Different approaches to correction 

For a typical selection model (2) and assuming normality of ߟ௜ +  ௜௧ we can estimate aݑ

probit for each period and then compute the well known selection term ߣመ௜௧(ݖ௜௧ߛො). In a 

second step, equation (1) can be estimated (combining equations in levels and first 

differences) introducing ߣመ௜௧(ݖ௜௧ߛො) in levels for the equations in levels and first differenced 

for the equations in differences. When we allow correlation between ݖ௜௧ and ߟ௜ we can rely 

on Mundlak (1978) and assume ߟ௜ =  ௜̅.߮. Again, we can estimate a probit for each periodݖ

and compute ߣሚ௜௧(ݖ௜௧ߛ෤ + .௜̅ݖ ෤߮), which is introduced in a second step as before. In the case of 

a dynamic selection equation, the lagged regressor is correlated with the random effect by 

construction and we need to rely either on Mundlak's proposal or on a less restrictive one 

due to Chamberlain (1984). In the latter case, we can assume ߟ௜ = ௜ଵݖଵߨ + ௜ଶݖଶߨ +  ௜் and recover the corresponding selection terms.4 When the selection equation isݖ்ߨ+⋯

dynamic we follow this last alternative and for coherence we also implement it for the static 

selection model. However,  given our (simplifying) assumptions about ݖ௜௧ the three 

alternatives we have described here lead to statistically identical results for the static 

selection case.  

                                                 
3 Arellano et al. (1999) proposed the estimation of sample selection models conditioning on exogenous 
positive past outcomes and they show that the degree of selection is reduced by significant proportions in 
economic models with persistence. In our case, the introduction of the correction terms implies the selection 
of the estimating sample and it seems that the consequences could be similar. 
4 Strictly speaking, in order to recover the structural parameters of the selection equation we should estimate a 
probit for each year based on a reduced form where ݀௜௧∗  is modeled as a function of all exogenous variables 
(the z's) and we predict the index መ݀௜௧∗ . Then, in a second stage we estimate the structural parameters by MD or 
GMM. 
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We can still use a more general correction (see Jiménez et al., 2009). Under a fairly 

standard stationarity condition of the selection process, these authors find that estimation 

gets more complicated since the correction of equations requires additional regressors 

based on bivariate probit estimates for periods t and t-1. Specifically, if we name ܪ෡௜௧  a function of the exogenous variables, the estimation in levels requires the (ݖ)݂ with ,(ݖ)݂=

terms ߣመ௜௧൫ܪ෡௜௧, ,෡௜௧ିଵܪ ,෡௜௧ିଵܪመ௜௧൫ߣ ො௧,௧ିଵ൯ andߩ ,෡௜௧ܪ  ො௧,௧ିଵ൯. Likewise, equations in firstߩ

differences must include selection terms obtained from a trivariate probit estimated for 

periods t, t-1 and t-2 (for details see Rochina-Barrachina, 1999 or Jiménez et al., 2009). 

 

3. Simulation study 

For the Monte Carlo experiment we consider the following data generating processes. 

Firstly, for the selection equation we assume two different options: ݀௜௧∗ = ܽ − ௜௧ݖ − ௜ߟ − ∗௜௧ (4.1) ݀௜௧ݑ = ܽ − 0.5݀௜௧ିଵ + ௜௧ݖ	 − ௜ߟ − ௜௧ (4.2) ݀௜௧ݑ = 1ሾ݀௜௧∗ > 0ሿ (4.3) 

where ܽ is set so ݌(݀௜௧∗ > 0) = 0.85 and ݖ௜௧~ܰ(0, ௭ߪ ௭) withߪ = 1. Second, the outcome of 

interest is generated as follows: ݕ௜௧∗ = (2 + ௜ߙ + ௜௧)/(1ߝ − ∗௜௧ݕ if t = 1 (5.1) (ߩ = 2 + ∗௜௧ିଵݕߩ + ௜ߙ + ௜௧ݕ ௜௧ if t = 2, …, T (5.2)ߝ = ∗௜௧ݕ  if ݀௜௧ = 1 (5.3) 

We let ߩ vary between 0.25, 0.50 and 0.75. We generate all variables for T = 17 to T = 20 

and we discard the first 13 observations to be able to minimize any problem with initial 

conditions. Finally, we assume the following structure for the errors: ߟ௜~ܰ൫0, ఎߪ ఎ൯ withߪ = ,௜௧~ܰ(0ݑ (6.1)  1 ௨ߪ ௨) withߪ = ௜ߙ (6.2)  1 = ௜଴ߙ + ,௜଴~ܰ(0ߙ ,௜ߟ0.5 ఈబߪ ఈబ) withߪ = 1  (6.3) 
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௜௧ߝ = ௜௧଴ߝ + ,௜௧଴~ܰ(0ߝ ,௜௧ݑ0.5 ఌబߪ ఌబ) withߪ = 1  (6.4) 

These assumptions imply that ܿߝ)ݎݎ݋௜௧, (௜௧ݑ = ,௜ߙ)ݎݎ݋ܿ (௜ߟ = 0.5√1 + 0.5ଶ = 0.4472. 

 
3.1. Description of the experiments 

For each experiment, N = 500 and for each i we draw up to 20 times series observations. In 

order to take care of initial conditions we end up having a small T (from 4 to 7) as it is 

usual in the empirical literature. Once selection is applied the unbalanced panels are 

formed. At least three consecutive observations of the same regime are needed in order to 

form an observation of the selected panel. For each combination of the parameters we 

perform 500 replications. 

The structure of the model makes selection of the instruments a crucial step of this 

simulation study. We select them as follows: for first difference equations we use lags from 

t-2 backwards, although we also evaluate the performance of the estimates with a restricted 

set of instruments. For the equation in levels we use the lagged first-difference of the 

outcome as an additional instrument. Although we are aware of the instrument proliferation 

issue analyzed by Roodman (2009), it does not constitute a problem here given the reduced 

number of periods remaining for estimation. 

We present three alternatives of the system GMM estimator to compare the performance of 

the model under different assumptions. The first set of estimates is obtained under the 

assumption of exogenous selection (i.e Utility interdependence and consumption behavior: 

the roles of envy and habits, no correlation between the time varying errors is impossed). 

The other two are obtained under the assumption of endogenous selection but one of them 

does not correct for it. We can see these results as estimates on the positives (adequately 

selected) and they evaluate the necessity of adding a selection term. The last one corrects 

using the selection corrections obtained after estimating the index equation with a year-by-

year probit (Wooldridge, 1995), accounting for correlated effects when necessary. 

 
3.2. Simulation results for the pure autoregressive model 

Table 1 presents results for AR(1) model for three values of the autoregressive parameter: 
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0.25, 0.50 and 0.75.5 We simulate two alternative selection models as presented in 

equations (4.1) and (4.2). For each combination of selection model and autoregressive 

parameter we report three system GMM estimators constructed under different assumptions 

about the sampling process: (a) no endogenous selection; (b) endogenous selection without 

correction and (c) endogenous selection with a year by-year probit correction for selection 

bias. We also present the average significance and the empirical rejection frequency of the 

variable addition test for ߣ(. ). 
The results without correction have very strong implications. In all cases and for both 

models, the bias never exceeds one percent (average bias divided by the true value of the 

coefficient) and in many cases it is even smaller (close to zero). Adding a simple correction 

(based on a year-by-year probit) reduces the bias by about 10 percent and also reduces the 

standard errors of the model. However, this is not very crucial when the bias is relatively 

small. 

The average significance test of the null hypothesis that the coefficient of ߣመ௜௧(. ) = 0 is 

estimated at about 0.02 for the static selection equation and 0.03 for the dynamic one. 

Alternatively, the implied rejection frequency is estimated at about 0.90 and 0.86 

respectively for both models, somewhat below the expected value of 0.95. In summary, the 

evidence seems to suggest little need to correct for sample selection bias in pure 

autoregressive dynamic panel models when the degree of selection is moderate. Since 

selection is based on variables not correlated with the outcome, the inclusion of ߣመ௜௧(. ) in a 

model such as (1) does not affect the bias in estimating ρ. Just as an example, in a 

simulation taken at random the covariance between ߣመ௜௧(. ) and ݕ௜௧ିଵ corresponding to 

selection model A of Table 1 is -0.036 (-0.058) for ρ=0.25 (ρ=0.75) and the variance of ݕ௜௧ିଵ is 5.56 (21.2) so the bias is less than 0.65 percent (0.27 percent) for plausible values 

of the parameter of the selection variable. 

[Insert Table 1 around here] 

3.3. Sensitivity analysis 

                                                 
5 Results for other values of the autoregressive parameter are available upon request. For example, for values 
below 0.25 (for example, 0.10), the results remain unchanged. For values closer to one (for example 0.90), the 
bias is larger but not worse than the one found in, for example, the balanced sample. 
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In this section we comment on various departures from the basic set of assumptions. In 

particular, we consider the following representative cases: (a) varying the longitudinal 

dimension; (b) increasing the percentage of selection (from 0.15 to 0.25); (c) increasing the 

ratio of the variances to ఙమഀఘഄమ = 2; (d) reducing the sample size to N = 200; (e) reducing the 

correlation between the errors. We only present the results in Table 2 for the case of an 

autoregressive coefficient ߩ = 0.25.6 

Our first experiment to test sensitivity varies the longitudinal dimension of the panel from T 

= 7 to T = 4. Apart from the expected increase in the estimated variance, the effect on 

average bias of the AR(1) coefficient implied by this change is almost negligible. When the 

time series dimension of the panel varies from 4 to 7, the results lie in between those 

presented in Tables 1 and 2. Alternatively, the significance of the test for ߣመ௜௧(. ) = 0 gets 

reduced, so we are more likely to accept there is no relevant selection. 

Increasing the degree of sample selection from 0.15 to 0.25 reduces, in general, the average 

bias of the autoregressive coefficient, especially for values of ߩ larger than 0.25 (that are 

not shown in Table 2, but that are available on request). In addition, it mildly increases its 

variance due to the significant reduction in the number of observations selected in the 

sample (the average number of observations reduces about 30 percent). Finally, both the 

significance and the estimated rejection frequency of the variable addition test increase 

significantly (especially for the static selection model) and now the test clearly detects 

endogenous selection. Our guess is that a larger fraction of zeroes in ݀௜௧∗  helps to identify ߣመ௜௧(. ) but since its correlation with ݕ௜௧ିଵ is small, so is the bias. 

When the ratio of variances of the outcome equation increases as the individual 

heterogeneity variance is double the time series variance, identification of the 

autoregressive parameter becomes harder without endogenous selection. Alternatively, it 

does not change so much with endogenous selection. Furthermore, the estimated rejection 

frequency of the test of the coefficient of the correction term does not improve 

significantly. Further increases of the ratio of the variances increase the bias of the system 

GMM estimator even under exogenous selection of the sample. 

                                                 
6 Results for other values of the autoregressive parameter are available on request. 



11 
 

[Insert Table 2 around here] 

As in Blundell and Bond (1998), having a small cross-section does not have important 

implications for the results of the experiment. Naturally, we get larger standard error than 

before due to the important reduction of the sample size. 

Finally, we consider a reduction in the correlation of the time varying errors. In particular 

we assume the following structure for the errors: , which implies a 

correlation coefficient of 0.2425 (=0.25 √1 + 0.25ଶ⁄ ). As it can be easily detected 

comparing the results reported in Tables 2 and 1, this change has no significant impact on 

the average bias of the various estimators we have considered. 

 
4. Concluding remarks 

In this paper we have analyzed the performance of GMM estimators of an AR(1) panel data 

model subject to sample selection from the point of view of practicioners. In particular we 

evaluate the performance of the estimator in three situations: no endogeneous selection, and 

endogenous selection controlling and not controlling for sample selection. To see the 

performance of the proposed estimator we perform a Monte Carlo study of the finite sample 

properties of the proposed methods. 

Our Monte Carlo results suggest that in many standard cases there is little need to correct 

for sample selection. This is true in general for the purely autoregressive model and the 

dynamic model with exogenous regressors. Analysis to test the sensitivity of the results to 

different maintained assumptions also show that they are very robust except for the case 

where the ratio of the variances of the heterogeneus component to the idyosincratic error is 

very high. However, in the latter case the bias is not worse than the one obtained in absence 

of sample selection.  

In summary, we believe that these results could be especially relevant for practicioners in 

those cases in which there is selection of unknown form or selection is difficult to model. 
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Table 1. Average bias in the AR(1) model 
 No 

endogenous 
selection 

 
Endogenous selection 

 No  
correction 

Year by 
year 

correction 

Bias correction 
testing 

rho  selection1 

model  
 stat   bias   bias   bias  average2 

signif 
ERF3 

(0.25) A  av. -0.0020 0.0003 0.0000 0.016 0.902 
  s.e. 0.0427 0.0426 0.0420   

(0.50)  A  av. -0.0027 0.0052 0.0046 0.016 0.908 
  s.e. 0.0503 0.0505 0.0499   

(0.75)  A  av. -0.0075 0.0072 0.0063 0.018 0.906 
  s.e. 0.0618 0.0637 0.0631   

(0.25)  B  av. -0.0017 -0.0011 -0.0021 0.027 0.856 
  s.e. 0.0431 0.0429 0.0424   

(0.50)  B   av. -0.0024 0.0035 0.0022 0.027 0.856 
  s.e. 0.0506 0.0508 0.0503   

(0.75)  B  av. -0.0072 0.0057 0.0041 0.028 0.864 
  s.e. 0.0616 0.0627 0.0622   

Notes. 
1. A: static selection as in (4.1). B: dynamic selection as in (4.2). 

2. Average signif. = ܧ ൤1 − Φ ൬| ఏ෡ఙෝഇ෡ |൰൨ with Φ(. ) being the standard normal cdf, 

.)መ௜௧ߣ ෠ the coefficient of the correction termߠ  ) and ߪොఏ෡  its standard error. 

3. ERF = empirical rejection frequency = 1 −Φ ൬| ఏ෡ఙෝഇ෡ |൰ < = 0.05. 

4. Sample size N = 500. Number of replications = 500. 
5. All results are obtained using the system GMM estimator. 
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Table 2. Sensitivity analysis: average bias under alternative scenarios 

 No 
endogenous 

selection 

 
Endogenous selection 

 No  
correction 

Year by 
year 

correction 

Bias correction 
testing 

rho  selection 
model  

 stat   bias   bias   bias  average 
signif 

ERF 

1. Decreasing the max longitudinal dimension to T = 4 
(0.25) A  av. -0.0056 0.0031 0.0035 0.070 0.654 

   s.e. 0.0732 0.0762 0.0769   
(0.25)  B  av. -0068 -.0060 -.0073 0.090 0.578 

  s.e. 0.0724 0.0764 0.0763   
2. Average sample selection increased to 0.25 
(0.25)  A  av. -0.0001 0.0008 -0.0013 0.007 0.962 

  s.e. 0.0505 0.0503 0.0498   
(0.25)  B   av. -0.0010 -0.0033 -0.0053 0.014 0.920 

  s.e. 0.0505 0.0509 0.0506   
3. Increasing the ratio of the variances ( / = 2) 

(0.25)  A  av. -0.0043 0.0020 0.0022 0.021 0.870 
  s.e. 0.0463 0.0451 0.0445   

(0.25)  B   av. -0.0038 -0.0032 -0.0041 0.031 0.826 
  s.e. 0.0468 0.0453 0.0448   

4. Reduced sample size (N = 200) 
(0.25)  A  av. 0.0030 0.0021 0.00153 0.109 0.518 

  s.e. 0.0732 0.0677 0.0680   
(0.25)  B   av. 0.0028 0.0002 -0.0009 0.126 0.462 

  s.e. 0.0731 0.0682 0.0681   
5. Decreasing the correlation between the errors to 0.2425 
(0.25)  A  av. -0.0021 -0.0024 -0.0025 0.109 0.486 

  s.e. 0.0425 0.0436 0.0433   
(0.25)  B   av. -0.0016 -0.0024 -0.0028 0.126 0.446 

  s.e. 0.0429 0.0434 0.0432   
Notes. 
1. A: static selection as in (4.1). B: dynamic selection as in (4.2). 

2. Average signif. = ܧ ൤1 − Φ ൬| ఏ෡ఙෝഇ෡ |൰൨ with Φ(. ) being the standard normal cdf, 

.)መ௜௧ߣ ෠ the coefficient of the correction termߠ  ) and ߪොఏ෡  its standard error. 

3. ERF = empirical rejection frequency = 1 −Φ ൬| ఏ෡ఙෝഇ෡ |൰ <= 0.05. 

4. Sample size N = 500 (except for case 4). Number of replications = 500. 
5. All results are obtained using the system GMM estimator. 
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